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Abstract

Mhe performances of the extended Kalman filter imple .entations

for three different target acceleration models that estimate target

position, velocit,, an d acceleration states for air-to-air gunnezy were

onp.ared. The models included 1) a first order zero-mean Gauss-Markov

relative target acceleration model, 2) a first order zero-mean Gauss-

Markov total target acceleration model, and 3) a constant turn rate

target acceleration model. )iasurements available to the extended

Kalman filter at update were the range, range rate, and the error

angles between the true line of sight and the estimated line of sight.

Additional evaluations of the effect of variations i the length of the

sanple period and the effect of variations in the variances of the

neasurement noises were conducted for the extended Kalman filter using

the constant turn rate target acceleration model. All evaluations were

ac~iplished using Mbnte Carlo simulation techniques.
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COMPAPISON OF THREE EXENDED
KAI@AN FILTEPS FOR
AIR-TO-AIR TPACKING

I Introduction

Background

The accurate estimation of target position, velocity, and accel-

eration for use in a gunsight algorithm has been a major concern for

engineers wrking on fire control systems. From the earliest gunsights

used during World War I to the operational gunsights on the present

fighter aircraft, future target position has been estimated by the pilot.

He has used his personal experience, developed through years of training,

along with his observation of the relative target position and velocity,

to determine where the target might be one bullet time of flight in the

future. Therefore, performance in air-to-air gunnery has depended on

how much experience and skill each pilot has in estimating future target

position. For gunnery attacks where the acceleration vector of both the

target and attacker were coplanar (i.e. in-plane tracking), the depen-

dence on pilot experience and skill did not create a significant problem

since the attacking pilot could "pull" the bullet stream Idrough the

target by changing only his pitch attitude. Hcoweve,.-, as the performance

of aircraft increased, pilots wanted to have a gun solution available for

out-of-plane tracking (snapshots) or front (nose-to-nose) attacks because

the opportunity for in-plane tracking decreased with a resultant degra-

dation of probability of hits.

In 1979 the har&rare and software required for a constant gain
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extended Kalman filter to estimate target relative position, velocit,,

and acceleration were installed in an F-106 aircraft for testing. The

estimated target data were used by the gunsight algorithm to conpute

and display predicted target position at one bullet time of flight into

the future. A second display representing the calculated bullet path

at the estimated range of the target was provided. The attacking pilot

then flew his aircraft so that the two displays were properly aligned

to obtain a "correct" gunnery solution based on the target parameters

estimated by the filter.

The constant gain extended Ka]1nan filter used in the test was

developed in a line of sight (LOS) coordinate system using a first order

Gauss-Markov relative acceleration model (Ref 1:30-59). However, tTo

additional filters have been proposed to estimate the target parameters:

a first order Gauss-Markov total target acoeleration model inertial

coordinate (GMI) filter and a constant inertial target turn rate constant

speed inertial coordinate (RI) filter (Ref 2).

Purpose and Objectives

The purpose of this thesis is to present a comparison of the capa-

bilities of a first order Gauss-Markov relative target acceleration model

estimated LOS coordinate frame (GMLCS) filter, a C21 filter, and a CrPI

filter. Also, results for variations in update rates and measurement

noise are presented for the CTRI filter.

The objectives of the research performed for this thesis were:

1. To copare the performance of the three extended Kalman filters

based upon the proposed target acceleration models, when flown against

three different target acceleration profiles. These profiles were chosen

to represent realistic target manuevers in an air-to-air engagement and

2



to insure that none of the filters had an advantage due to profile

selection.

2. To investigate the sensitivity of the CTPI filter to differ-

ent update rates. This filter was chosen because it was expected to

have better performance than either of the other two filters; the accel-

eration model used for the CRTI filter more closely approximated actual

target accelerations, especially accelerations with a non-zero mean

characteristic.

3. To investigate the sensitivity of the CTRI filter to different

values of the measurement noise (The measurements are discussed in

Section II). Again, the CTRI filter was chosen since it was expected to

have the best performance of the three filters (as discussed above).

Assumptions and Limitations

The systems evaluated for this thesis were nonlinear either in

measurements or dynamnics and measurements, and strictly linear Kalman fil-

ter propagation and update relations could not be used. Several methods for

approximating a solution for filters with nof'inear dynamics and/or mea-

surement models exist including the truncated second order filter, the

Gaussian second order filter, the linearized Kalman filter, and the ex-

tended Kalman filter (Ref 3). For the filters evaluated for this thesis,

the extended Kalman filter was chosen for propagation and update. This

approximation was selected since it incorporated a neL reference state

trajectory each time new state estimates were calculated, was relatively

simple when compared to either of the second order methods, and was can-

patable with the program used to perform the simulation (See Section V).

The coordinate frames for all three filters were assued to be

inertially space-stabilized except possibly during an instantaneous realign-

3



ment. For the GMCS filter, the coordinate frame was assumed to be

impulsively aligned just before the update to the estimated LOS calcu-

lated at the end of the propagation. The GNU and CTRI filters' coordinate

frames were assumed to be constantly aligned with an earth-fixed (space-

stabilized) reference frame.

Tracker dynamics were not included in any of the filter evalua-

tions. It was assumed that a closed loop control system used estimated

target relative position data from the filter to point the tracker along

the estimated LOS without error before the measurements were made. Also,

the control system was assumed to provide an inertially space-stabilized

tracker during measurements.

The assumptions of a space-stabilized coordinate system between

updates and a space-stabilized tracker during measurements reduced the

complexity of the propagation equations. The angular velocities of the

filter's coordinate frame and tracker coordinate frame did not have to be

integrated to provide the transformations required; the transformations

were calculated fram the estimated position states of the filter. (See

Section II and IV). If an inertially rotating coordinate frame for either

the filter or tracker had been used, the propagation equations would have

included the equations necessary to obtain the transformations. (See Ref 1

for detailed development of GMLOS filter with rotating filter and tracker

coordinate frames.)

The attacker's position, inertial velocity, and inertial accelera-

tion relative to an earth-fixed reference frame and the transformation

from the attacker body frame to the same earth-fixed frame were assumed

to be available from an inertial measuring unit (IU without error. This

assuption was made since the errors in current ItUs were much smaller than

4
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the errors expected to be corrittted by the filter. Also, using these

data without adding measurement noise provided the best possible per-

fornmance for the filter for a given set of filter parameters; the inclu-

sion of errors in the IM measurements would reduce the accuracy of the

filter.

The earth-fixed reference fra.re used in the development of the

models for this thesis was assumed to have its positive axes oriented in

local north, east, and down .,toward the center of the earth) directions. In

this thesis, when position data are referenced to this frame, the position

of the origin of this frame relative to the surface of the earth will be

stated.

Ir
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II System Dvnarics '.bdels

Gauss-Markov Line of Sight Dvnanics m<odcl

The dynamics equations for the CMCS filter were developed based on

the assumption that the filter's coordinate system was aligned with its 1-

axis along the estimated U)S and with zero roll orientation with respect

to the local horizon (Fig II-1). Also, the filter's coordinate frame was

assumed to be space-stabilized from tji (where the minus sign indicates

time just before a measurement update and the r denotes time after a co-

ordinate realignment) until just before the next measurement update time

ti+ (where the c denotes time before a coordinate realignment). At time

till' an orthogonal transformation matrix between the filter's current

coordinate system and the desired coordinate system with its 1-axis along

the estimated LOS (based on the filter's estimate of the target' s position

at t l) was calculated. Then, the filter's current coordinate frame was

assumed to be instantaneously realigned along the desired coordinate frame

at t,+l. (See Section IV and Fig 11-2)

The state vector, x * (t), chosen for the G.MOS filter was
[ T/A

[ xT/A M

S7[xT/A ( t)] . (II-I

[Ix rA(t)] 5

['x<?At,]6

[ xTZA<<,fl

[IXT/A(t)]8[xT/A (t)]
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where &

[ x/" (t)]

and

[ X/A(t/ ] = relative position of the target with

respect to the attacker at time t along

the 1, 2, and 3 axes, respectively,

of the filter's coordinate fram

[IT/A(t)] 2'

[ IT/A(t)] 5,

and

[IxT/A(t)] =relative inertial velocity of the target

with respect to the attacker at time t

along the 1, 2, and 3 axes, respectively,

of the filter's coordinate system

and

[IXT/A(t)]
L 3P

(IXT/A~t]6

and

[IxT/A(t)] = relative inertial acceleration of the
L 9

target with respect to the attacker

at tine t along the 1, 2, and 3 axes

respectively, of the filter's coordinate

system

9



The stperscripts I and T/A denote that the state represented a total

(as seen from the inertial reference frame) relative (target with respect

to the attacker) quantity. The L subscipt denotes that the state was

coordinatized in the filter's coordinate fr&me (estimated LOS frame).

From dynamics, for an inertially space-stabilized coordLnate system,

the position states sati-fied the differential eznuaticns

[ T/A(t)] = [XT/A(t)-)

L 2 L 3(

[I TLA(t)]5 = [IxT-A(t) (II-6)

L 4 L 65

VT/A(t)]= [IXT/A(t)]8 (11-4)

Finavly, a first order GaussMarkov relative target accleration model

given byi

[I T/A = IxT/A(t) 1 / + (II-9)

[I;T A(t)] "IIxTLA(t)] / 3 +" 3  (11-10)

10
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where

le T2, and -T= target relative acceleration

correlation time constant

along the 1, 2, and 3 axes,

respectively, of the filter's

coordinate frame

and

W1 , w2, and W3 zero mean white Gaussian driv-

ing noise along the 1, 2, and

3 axes, respectively, of the

filter's coordinate fr&.e account-

ing for errors between the target

relative acceleration model and

the true target relative inertial

.accelerations

was selected (See Section IV for values of TI , T2 , and T 3 and the strengths

of W1 , w2 , and w3 ). The choice of a relative inertial acceleration trodel

for the GMXS filter was motivated by the fact that, if the attacker wre

performing in-plane tracking, the target's inertial acceleration would be

nearly equal to and closely correlated with the attacker's inertial accel-

eration (Ref 1:15). Thus the choice of a first order Gauss-Markov relative

target acceleration rxodel was appropriate.

Note that Eqs 11-2 to II-10 were not valid during the small interval

tc to t-r when the filter's coordinate frame was rotated to the new orien-
i I

tation calculated from the estinr--ted target position at tim- tj'7.

11



Now, Eqs 11-2 to II-10 in state vector form were written as

L L 2
[ IXT/At)

[[It XT1 F:
[IT/At] [IXT/A(t)]/ T W

L 4 L

[I;T/A(t) 5 = [IXTA(t) + 0I-l)

[I ;T/.~A(t)1 ['x 'A Wt3 / r

[TA(t)] 7 [IXT/A (t)] 9 8

[I;T/xAt) - [IXT/A (t)]/T W3
1

Note that Eq II-l1 is in the form

x = F x + w (11-12)

which is a linear stochastic differential equation.

Gauss-Markov Inertial Coordinate 5an~amics Model

The dynamics model for the G4I filter expressed the relationship

betw4een the relative position of the target with respect to the attacker,

the inertial target velocity, and the inertial target acceleration in

an earth-fixed coordinate frame. Relative position states were chosen

to keep the magnitudes of the position state estimates as small as

possible. The choices of inertial target velocity and acceleration states

were made to facilitate the comparison with the CRI filter (to be dis-

cussed later) and to allow the use of a first order Gauss-Markov inertial

acceleration mdel. The earth-fixed coordinate fram origin -%as located

on the surface of the earth with the axes aligned in the north, east,

12



and dcA%.i (txard the crnter of the earth) directions. At the start of

the simulation, the center of mass of the attacker was located at an

altitude h on the minus down axis (See Fig 11-3). For the short tLm

of each engagement (12 seconds), the earth-fixed coordinate system was

assumad to be an inertial reference frame.

The state vector, x for the GJZ filter was

I xT/At)] 1

m -(t)]2

[X T (t)] 4

x i~) =[Ix iT (t)15 (I-3

TA(t)]

T (t)]

where
[T/A ]

fx A(tQ 4,

and

[xT A(t)] .7 = relative position of the target with

respect to the attacker at timte t along

the north, east, down axes, respectively,

Of the earth-fixed coordinate system

13
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Attacker Center of "ass

h

- m North
0 "s-Earth-Fixed Reference Frame

East

Down

Figure 11-3. Relation Between Attacker's Center of Mass and the

Earth-Fixed Reference Frame at the Initial Time
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PE

I Tt

and

L x T(t)] 8 = inertial target velocity at tine t along

the north, east, and down axes, respec-

tively, of the earth-fixed coordinate

system

and
IxT () 3 ,

[Ix T(t) 16 ,

and

[I X T(t)] 9 = inertial target acceleration at time t

along the north, east, and down axes,

respectively, of the earth-fixed co-

ordinate system

The superscripts I and T/A are discussed in the section on the GMLCS

filter dynamics model, the superscript T denotes target quantities, and

the subscript I indicates that a quantity was coordinatized in the earth-

fixed (inertia) reference frame.

The differential equations for the position states were written as

T [X f~t] _[I AMl2

[;T/A (t)1 - ~ T~) 8 'r )J A1-6

15
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utere
[ A(t)] 1,V,

[Zviv(t)] 2'

and

[IvI(t)] 3 the inertial velocity of the attacker at

time t along the north, east, dom axes,

resxctively, of the earth-fixed coordinate

system

Note that the superscript A denotes attacker quantities and the superscript

I and subscript I are defined above.

Now, the velocity states satisfied the differential equations

['(t)d 5  = [1xT(t)] 6  (11-18)

[l=T(t)] = [IxT( t)] 9  (II-19)

For the G4Z filter, the acceleration state dynamics were described

by:

[11('] X-1,x(t)] 3 1 /0 T, + W, (11-20)

[ t] 6  -- ['It,] 6 IT2+ w (11-21)
x. 6 2 + 2

[I(t[ 9 =['T(t)] 9 / (31+ w(1-22)

where

T' T 2 , and T 3 = target inertial acceleration correla-

tion time constant along the north,

east, doan axes, respecLively, of the

earth-fixed coordinate frame.
16



and

wl, w2 , and w3 = zero mean white Gaussian driving

noise along the north, east, and

down axes, respectively, of the

earth-fixed coordinate system

accounting for errors between the

target inertial acceleration model

and true target inertial accelerations

(See Section IV for values for T1, T2, and r3 and the strengths of wl,

w2 , and w3 ) The choice of the inertial target first order Gauss-Markov

acceleration model was motivated by the desire to increase the filter's

performance for out-of-plane tracking (snapshot or front attacks). For

out-of-plane tracking, the target and attacker accelerations are only

slightly correlated. This Gauss-Markov acceleration model which provides

no correlation between the target and attacker accelerations was considered

to be an appropriate model to use in the filter dynamics when out-of-plane

tracking was anticipated.

Equations 11-14 to 11-22 expressed in state vector form were written

as [ T/A (t] 1 A'~]2-[Vt1~~ ~ 1 1iW A()
_XT (t)] 2 [Ixt)]3  0 0

I' (t)] 3  1.jx (01J3 /r 01  W
X*T/A ['XT [ (11-23)

[1 [IT ] lIT ]
I (t)5 = x t) 6 + 0 + 0

[ (t)] 6  -[IxTt)]9 / 6 2  0 W2

A(t)] TM 8  [I 03 o

[x* T (t)1
9B -['xt)]g

I 17



Note that Eq 11-23 is in the form

• (11-24)
x Fx+ u+w

which is a linear stochastic differential equation.

Constant Turn Pate Inertial Coordinate Dvnanmics Model

The CTRI dynamics -,odel was developed based on the assurtion

that the target performed a planar, constant turn rate, constant speed

maneuver (Ref 2). This model more nearly represented the actual maneu-

vers that a target might perform during an aerial gunnery engageiTent

than either the Gauss-arkov relative target acceleration model or Gauss-

! arkov total target acceleration model. As the target and attacker accele-

rations became more non-planar, the correlation be tween these accelerations

was reduced. The total target acceleration modeled as a Causs-markov zero

mean process did not represent accelerations that a target would use dur-

ing an aerial engagement since this model did not account for persistent

accelerations. The CTRI nodel used an acceleration model that did not

correlate the target's and attacker's accelerations and allowed for per-

sistent (nonzero mean) accelerations. This model eliminated the problems

associated with either the CS or G4I dynamic models.

Like the G? model, the CRI model expressed the relative posi-

tions of the target with respect to the attacker and the inertial target

velocity and acceleration in an earth-fixed coordinate frame. (This

coordinate frame is discussed under the CNI dynamics model). The choice

of relative position was made to decrease the magnitudes of the positions

while the inertial target velocity and acceleration were required to

calculate explicitly the constant turn rate needed for the acceleration

18



nwdel. The states used for the CRI model were the same as for the

Gxa model.

The position states and velocity states satisfied the differen-

tial equations given by Eqs 11-14 to I 19. The difference between

the G.Z and CTRI dynamics model was the acceleration model used to

represent target maneuvers. For the CrRI model, the acceleration model

was given by:

[IxTt 3 -f ITf 2 [xT(t)1 2 + W1  (11-25)

I~~~ ~~I T, 12 [1 T (113 :drvn oieo are c-266 -j1 1TI 12 [1 T(t] a + W2  (11-27)

where

w11 w2 , and w3 driving noise on target accel-

eration along the north, east, and

down axes, respectively, accounting

for errors between the constant

turn rate acceleration model and

the true target inertial accelera-

tions (See Section IV for the

strength of wI1 , w2 , and w3 )

anda

I I I 1 the square of the magnitude of the target's

inertial turn rate (to be evaluated sub-

seently)

19



Equations 11-25 to 11-27 were developed fran the application of the

Coriolis theoren written as

I d A _r T T d I T W
di ( v T) = T + V (11-28)

where x denotes cross nroduct and

IvT = inertial target velocity

I T
X inertial target angular velocity

and the superscripts I and T before the derivatives indicate that the

derivatives are taken in the inertial reference frame and a target body

frame, respectively. Now, the first term of the right hand side of Eq 11-28

was zero since the target was assured to be at a constant speed. Thus

Eq 11-28 became
Id (IT) (IT IT) (11-29)

dtU

Now, the derivative of Eq 11-29 with respect to time gave

Id2 IT) Id (IT I T)( 1 ( i (3II-30)
dt2  - dt

or, expressed in the target's body frame

id22(IvT) . Td IT T) +(ITx (ITx vT)) (11-31)

Now, since both the target speed and angular velocity were assumed con-

stant, the first term on the right hand side was zero and Eq 11-31 became

Id 2 (IVT) (IT. (I.T IVT)) (11-32)

t2

20



Using the relationship for a triple cross product, Eq 11-32 was written

as Id2T
-- (IvT) = (ITIvT) I T T - T (-33)

dt2
(1-3

The first term of Eq 11-33 was zero since, for a planar, constant angu-

lar rate, constant velocity turn, the target's inertial velocity and

angular velocity vectors are perpendicular. Thus Eq 11-33 became

Id2 (Iv) - 11IfITI2 IvT (II-34)

dt 2

which was the vector equation form of Eqs 11-25 to 11-27.

Tb cmpute I jIWT1 12, the target's inertial acceleration vector,

IaT, was written as

IaT I T I T
a - x v (11-35)

for a target flying at a constant speed. If the target's velocity vector

was crossed into both sides of Eq 11-35, then

IvxaT - IVT X (W1T xIvT) (11-36)

or, using the triple cross product relation, Eq 11-36 became

Iv T  - (IT IT.1I T- (IT IT)IT (I-37)

Again, since the target's inertial velocity and anglar velocity vectors

are perpendicular for a planar constant angular rate constant velocity

turn, the last term on the right hand side was zero. Pearranging Eq 11-37

gave

IT. a T / IT 1 2 (11-38)
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Now

111 TI1 2 I T I T (11-39)

substitution of Eq 11-38 into Eq 11-39 gave

IIT12= (IvTxIaT).(IvTxIT) / TII 4  (i-40)

If the actual target's inertial velocity and acceleration had been known,

then Eq 11-40 could have been evaluated using the knmm values; hoever,

only estimtes of the target's inertial velocity and acceleration were

available from the extended Kali.an filter. Using the states defined

for the CTRI filter, Eq 11-40 was written as

I I I lTl2  ([ I T ] 5 IxT (-)19 [IxT It) ITt) J2

+([I ['xT"t]6- [IxT't)]3 [IxTt,] )2J

/ X, I , () X I(ii-X (Q 3 X
IXT(] 2 + [x ] + [IxT(t] 2 )2 (11-41)

Now Eqs 11-14 to 11-19 and 11-25 to 11-27 written in state vector form were

[.TIA t)1 1 -[I'VA 0

x; T t]2 [TxT t)]3  0 0

I (t )] 3 - 1 1T-- [Ix 2 0 W1

;IT/ (t)] [IXT(t)]J[V

I (t) 5 L I ( t )] 6 + 0 + 0 (11-42)

XI; (t) 16 _IIWTI X 1 5~t 0 W2

[ ,T/A] [ A [vt)1 0 0

[I_ t XT(t)] 0 0

22



Since the magnitude of the target's angular velocity was a function of

the state variables, Eq 11-42 is a nonlinear stochastic differential

equation of the form

x =f(x) + U + W (11-43)

which is proparly written as an Ito stochastic differential equation

dx = f(x)dt + udt + d$

where d denotes the differential and

8 = vector Brning rmtion process of

diffusion Q.
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III Tracker Mbdels and Masurements

Tracker !'bdel for Line of Sight Filter

The tracker used for the LOS filter was assuned to be inertially

space-stabilized at the time of measurement ti, with the tracker's 1-axis

pointed along the estimated ILS without error. The choice of a space-

stabilized tracker reduced the complexity of the dynamics model since

the angular velocity of the tracker did not have to be integrated to

obtain the angular orientation of the tracker. Further, the assumption

that the tracker was pointed along the estimated LOS with no error elim-

inated the requirement to add noise to the transformation from the old

tracker coordinate frame at tic to the new coordinate frame at t-r. The

2 axis of the tracker was assumed to be parallel to the local horizon

of an earth-fixed reference frame, and the origin was assumed to be

located at the center of gravity cg of the attacker (See Fig III-1).

The angles n (t7) and v (t c) were the Euler rotation angles, in that

order, for the transformation from the earth-fixed reference frame cen-

tered at the tracker location to the tracker (estimated LCS) coordinate

system. The angle n (ti c ) was the angle between the north axis of the

earth-fixed reference frame and the projection of the estimated LOS into

the north-east plane (local horizon) of the earth-fixed reference frame

at time tij. The angle v (t7>) was the angle between the projection of

the estimated LCS into the local horizon and the estimated LOS vector

at time t. These two angles were not assumed to be small angles.

Tracker dynamics were not included in the filter model; a closed

loop control system was assumed to move the tracker to the new position

without error before the next measurement was taken. The new tracker
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position at time t. was calculated from the filter's estimate of the

relative target position at the end of the propagation interval;

[,, [iTA(t7C , and [xTA(tC)j7. In actual implementation,

the estimated position would be calculated before ti. Then the tracker

controller would have time to move the tracker to the new position before

the measurament time t i since the change in position for the tracker

would be small for the short intervals between tracker overents. Fur-

thermore, the actual position of the tracker relative to the filter's

reference frame uould be of little significance as long as the trans-

formation from the tracker coordinte frame to the filter's coordinate

frame is known, the tracker is space-stabilized during the measurement,

and the target is within the field of view of the tracker.

Measurements for the Line of Sight Filter

The measurements z(t i ) assuned to be available fran the tracker,

were the range R between the target and the attacker, the tangents of

the azimuth and elevation error angles a and e, respectively, between

the estimated LCS and the true LCS, and the range rate k between the

target and the attacker (See Fig 111-2). Each measurement was assumed

to be made by an independent device (i.e. a pulse radar for range and

the tangents of the azimuth and elevation error angles and a pulse doppler

radar for range rate). Note that if only a pulse radar were used, the

range and range rate measurements would be corrupted by time correlated

noise.

All measurements were coordinatized in the tracker coordinate

frame; however, the tracker and GMLCS coordinate frames were defined

identically. Therefore, the measurements z(t i ) were expressed directly

in terms of the states defined for the GaLOS filter in Section II. The

26
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measur ents at ti7me t.. were definea by
A.2

z (t )-tn(t) V (t) [xTE.T/.t.)]+ [X/ [T/A))] + [ / V(t2)
LL LL4 L

+ v I (t i)(I-)

r T/A. T/A,,t +z2 ( t i ) = t a n e (t i ) - V2 ( t i )  IX - (x ti Lx .i +vti

(111-2)

z3 (t)=tan a(ti) + V3 (ti) = [xTLA(ti)]/[xTYA(ti)] + v3(t i )

(111-3)

z4(ti)=R(ti) + V4 (ti)= ([Ix. A(tY)]2 xT/A(ti)] +IxT 4A(t,]5[xTAt4

~~ ~ TAt.a[TiA (ti ] 7)/ (xT/A(ti) 2 + [T/A(ti>2

L ) + v4 (ti) (111-4)

where

v1 (t i ) - measurement noise in range at time t.

v2 (ti) - measurement noise in the tangent of

e at tine t2

v3 (t i ) - measurement noise in the tangent of

a at timet

v (t ) - measurement ncise in range rate at

time t

and ti denotes the time of the ith measur-nt. The measurents can be

written in the form

zlt i ) - h[x(ti)] + v(t i ) (1II-5)

which is a nonlinear measurement equation. The measurement noise v(t.)
- 1

was assumd to be zero mean white Gaussian discrete tire noise with a

diagonal covariance.
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Tracker "bdel For Inertial Filters

A tracker with the same characteristics as the one for the (MOS

filter was used for the inertial filters. The only difference was that

the 2-axis of the tracker was assumed to be parallel to the xb-Y plane

of the attacker body coordinate frame (See Fig 111-3) instead of the

north-east plane of the earth-fixed reference frame at the time of mea-

surement t i . The attacker body coordinate frame had the origin at the

center of gravity cg of the attacker with the xb axis out the nose, the

y axis out the right wing, and the zb axis down through the fuselage.

The angles n(ti c) and v(tl) were the Euler rotation angles, in that

order, for the transformation from the attacker body axis frame to the

tracker (estimated LOS) coordinate system. The angle r (tic) was the

angle between the xb axis and the projection of the estimated LC0S into

the xb-yb plane at time tic. The angle v(tic) was the angle between

the projection of the estimated LOS into the xb-yb plane and the estimated

LCS vector at time t-c. The use of the attacker body frame for a ref-

erence for the tracker coordinate system was chosen to reduce the pos-

sibility of a singularity in the Euler angle transformation calculated

by the estimator since the attacker aircraft normally would be maneuver-

ed to keep the target within + 90 degrees of the xb axis. However, the

transformation from the earth-fixed reference frame to the attacker body

coordinate system at time t i was required. This transformation would

not be available until after time t i if taken directly from the IMU.

For this thesis, it was assumed that the errors in this coordinate trans-

formation had only second or higher order effects on the performance of

the estimator. Thus, the transformation from the earth-fixed reference

systen to the attacker body frame at time tj was used without adding

any measuremnt noise.
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The use of the earth-fixed reference system for a reference for

the tracker coordinate frame, as was done for the CNIB filter, eliminated

the need for the transformation fran the earth-fixed reference frame to

the attacker bod, axis. owever, the probability of having a singularity

in the Euler angle transformation calculated by the estimator was great-

er for this method than for the method used for the inertial filters.

Measurements For The Inertial Filters

The measurements assumed to be available from this tracker were

the same as described for the CZI;DS filter: range R, the tangents of

the azimuth and elevation error angles a and e, respectively, and the

range rate R. (See Fig 111-2) As before, each measurement was assumed to be

made by an independent device and was coordinatized in the tracker coordinate

frame. Thus, the measurements at tine ti in the tracker coordinate

frame were given by Eqs 11--1 to 111-4. Hoever, the state variables

for the inertial filter were defined in the inertial coordinate system.

Since

£(t i ) - T 1 (t i ) m I (t i )  (111-6)
L

where

S(t1 ) -- the transformation from an earth-fixed
L

inertial coordinate frame to the tracker

(estimated IAS) coordinate frame at time t i

M (ti) = a vector, m, coordinatized in the earth-

fixed reference frame at tine t i

i-(t i ) = vector m cordinatized in the tracker

coordinate frame at tine tj
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then the rmeasirena-nts defined by Eqs III-1 to 111-4 were written as

z3.(ti) =R(ti) + V, (ti) x ~ET(t.)1+ [ c 1 + [X t)] 2)

+ vi~t~ )(111-7)

(ti)= ta ni e (t ) + v t ) = [. 1 ] [ XT/A t ) 1 + [ T 3(t i) ' 32 [ T/A t )

L I L

L+ 1 xT/At.)] +[. [I t)l XT/At.])

.+ v (t)(I-)
21J

z3 (t )=tan aft) + v (t ) (Yt] 2.ExT/At.)] 1 + [Tj(t) ExT/Actl
3 1 3 i)-L 1) 22 1  i 4

" H' (tl)]112 E xT/A(ti)]3+ Et] i 7~c.~ )LL ~1

" Y3 ti) (111-9)

v4(t)k~t)) V0 [Ict)] 2 -['lvl ti)] I) [pt]I
+ ([I- ['vi)]t5 ]I[ xT A tiy]

- L'vAitj][ .CT/ A(t)]

+ v4 (t1 ) (111-10)

where

L i ij the ijth eletmwnt of the tranSfOrMetion

frm the earth -fixed Corcjnateo syst,,m

to the tracker coordinate System at tiz t
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The transformation -(ti) ,,as calculated by transfor.ing the relative

position state estimates at time q to the attacker body coordinate fra.e

using

[J A(t ) = TbI(t i )  [xT/A(ti)]4(I - )
b i 4

[ (Ati)] 7 [ IT/Act)7

where

b(ti) -- the transformation from. the earth-fixed

reference fra-e to the attacker body

coordinate system at time tj assumed

perfectly available from the IJ.

The subscript b den'otes that a vector was coordinatized in the attacker

body frame, and the ^ denotes estimated values from the filter. As

discussed before, the transformation used was the true transformaticn

available from the trajectory generating progri. Then, the Euler angles

av-c) and i(tlbc) between the attaker's body coordinate system and the

new estimated LOS based on the filter's estimate of target relative

position at time tic (See Fig 111-3) were calculated f rom the position

vector defined by Eq III-ll. These angles were assumed to be betm, n

-90 degrees and 90 degrees as discussed before. Therefore, the tangent

relationships given by

-A[ 5 T/A(t-c)] i) (II1-12)

1([ T/A-c1 kT/At-c1]2  .T/A ( -c1--32
vAtiC)mtan Lb t.)j7/L bt) LX1 b (t )J41 (1-3
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were used. Once the angles n (tIc) and v (tic) :ere calclated, the

transformation 7(ti c ) from the attac!er bcdy coordinata frame to the

tracker (estimated LOS) coordinate system was found using

Cyn(t-iC)CV(t7C) 5r(t7C)C-VtrC) -a V(t7C)-Ibc ItcI
C) -s (t-C) cn(t7C) (III-14)

LCn (t C) SV (tic ) STI(tic) sV (ti
c )  cv (t iC) j

where s and c denote sine and cosine function;, respecti--elv. (See

Appendix A for the develqprcz ent of this transform'ation.) rLinally, the

transformation " (t.) recrired for the measurerent equations was cal-
L 1

culated from

7 - ( t i = T (t[c) T!b ( t i  (1I1-15)
L L 1  b'

As with the trader for the G-LCS filter, the measurements, Eqs

111-7 to III-10, can be written in the form of Eq 111-5, a nonlinear

vector measureent equation.

Selection of Tracker Measurerent Noises

7he noises to be added to the true masurements were assued to

have the same statistical characterization for each tracker irodel since

the same quantities were measured. The value of the variance of the

noise for each measurement was based upon the capabilities of trackers

in current fighter aircraft (Ref 4). The probability distribution of

the error in the measurement was assiaed to be well represented by a

Gaussian distribution with a mean of zero. Also, since each measurement

was made by an independent device, there were no noise cross correlations.

Thus, the measureient noises were ch-aracterized by a Gaussian distribu-

tion with the properties
34



E[X) = (111-16)

where

{ij 0 i -j

1 i=J

The covariances of the measurement noise R(ti) were defined by

a2 R(t i )  0 0 0

0 a2
e (ti) 0 0

R(ti) =2(1II-18)
0 

a2 a (t i ) 0
oo oai.(i~

Lo 0 0 2itj

The quantities c2 R(ti), 02 e(ti) , 
2 (t) and a2 *(t i ) were the variances

of the range, tangent of the error angle e, tangent of the error angle a,

and range rate measurement noises.

For the range measurement, the tracker was assumed to provide

measurements with + 300 feet, which was considered a 3 sigma value.

Therefore, the 1 sigma value aR was + 100 feet. The variance of the

range measurement noise, a2R, was calculated fram

2 R - (100 feet) 2  1 10000 feet2  (111-19)

7he tracker was assumed to measure the tangent of either error

angle to within + 0.030 radians (+ 1.72 degrees). Again, this was con-

sidered a 3 sigma value; the 1 sigma value ce or ca was + 0.010 radians.
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Thus, the variances a2e and o2a for the measurement noise of the tan-

gents of the error angles e and a were calculated from

e (0.010)2 = 0.0001 (111-20)

and

02a = (0.010)2= 0.0001 (111-21)

Finally, the range rate measurement was assumed to be accurate

within + 75 feet per second. This gave a variance a' 2 for the range
R

rate measurement noise calculated from

a2. = (25 feet/second) 2 = 625 feet 2 /second 2  (111-22)

A sunary of the values for a2 R, a2e, G2e, and 02R is presented in

Table III-1. These values were used as the baseline for the variance

of the measurement noises.
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TABLE III-1

!'easure-ent Noise "'ariances for Tracker Models

Three Sigma
Measurement Value for Error Value Used in R Matrix

Range 300 feet 10000 feet 2

Tan e 0.030 0.0001

Tan a 0.030 0.0001

aneRte 75 feet/second 625 feet 2/secon
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IV Extended Kalman Filter Implenentation

Ext'<ned Kalman Filter

The extended KaLrran filter approximation for the nonlinear filter

was chosen since a new reference state trajectory for linearization would

be used each time new state estimates were calculated, and the complexity ;

of the solution was significantly less than other higher order methods

available. The use of a ne reference state trajectoxy for lineariza-

tion provided performance that was far superior to a linearized Kalman

filter since the naminal trajectory for an air-to-air tracking task

as not known a priori. Further, the extended Kalman filter was corn-

patable with a previously written simulation program used to evaluate

Kalban filters (Ref 5). The equations (Ref 3) for the propagation of

the state estimates and the propagation of the conditional ovariance

of the dynamics modeled by Eq 11-43 and measurements modeled by Eq III-5

fhe update equations for the state estimates and conditional covariance

wre

K(t,) -P(t-)Hr ^z(t-)! Hr'(t±)j P(t_)HT~j(t-pJ+ R(tQ (IV-3)

t - )+K(t Z(t )-h[(t)J (IV-4)

(t) - t X(t (IV-5)
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where

_(t/t i ) = state estimate at time t for tE(t i , ti+1)

based on the initial conditions (ti/ti)=x(),

i.e., on measurements through time t I

_[(t/ti) = the d.namics model as a function of

P(t/t i ) = filter's conditional error covariance

matrix at tjre t based on the initial

condition P(ti/ti)=P(t+), i.e., on

measurements through time t,_

Q(t) = the descriptor of the strength of the

dynamic driving noise vector, w(t), at

time t

p(ti) = filter's conditional covariance matrix

just before the update time t i

K(t i )= filter's gain matrix at time t-

R(t i ) = covarianoe matrix of measurement noises

z(ti) true measurement vector at time t i

hlx(tI)] = measurement model vector evaluated

using ()

and

F[(tt1 ] a[ x I(IV-6)
X='x(t/t .)

R ̂ nd)

-(xV-7)
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Note that the dynam-ic driving noise vector w(t) was assumed to be a

zero rean white Gaussian noise (as described in Section II) with

covariance given by

Extended Kalman Filter for Gauss-Markov Line of Sight bdel

The imple. ntation of the G=4LS model in the extended Kalman filter

required not only the calculation of the F and H matrices, but, also the

transformation of the state estimates and the filter's conditional co-

variance at time tc to the new filter coordinate frame calculated from

the position state estimates at time tc. The calculation of the F matrix

for the @WLCS dynamics model (Eq 11-12) was straightforward since the

dynamics model described a linear stochastic system. Using Eq IV-6, the

F matrix for the GM d-namics model was

o 1 0 0 0 0 j 0 0 0

o o 1 0 0 0 0 0 0

o 0 4 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0

P[wi 0 0 0 0 0 .1 0 0 0 (V9

0 0 0 0 0 -L 0 0 0
2

0 0 0 I 0 0 0 0 1 0

0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 o - x=x(t/t i)
T
3 _
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Note that the correlation time cznstants were assumed to be time in-

variant since the target's acceleration probability distribution was

assumed constant with time (i.e., the target's confirguration did not

change during the engagement): Also, the coorelation time constants

i,; re assumed to be equal since out-of-plane tracking was anticipated.

(Note that when in-plane tracking is anticipated, the correlation

time constants are not assumed to be equal.)

The calculation of the H matrix was more difficult since the

measurement model for the GMLCS filter was nonlinear. Using Eq IV-7,

the H matrix for the tracker measurement model used with the aMS

filter (Eqs III-1 to 111-4) was

H1  0 0 2 0 0 H3  0 0

Hr^(t7)  H4  0 0 0 0 0 H5  0 0
H=~t) (Iv-10)

H 0 0 H7  0 0 0 0 0

H8  H9  0 HI0 H 1 0 H 2 H1 3 0

where

xT/A"(ti)

1

1 [xT/A(ti)] 2+[XTA 1(ti)] 2+[7TA(ti)] 2

L 1 L 4 L

1 4

[xT Ati1],

H3 -

([2I&(tT ] 2+[T/A(t)l 2 TA 61

414 L  7
41



H 4  [XT A(t±)]

L 7.

4T<At 2

EL1

I [ST/At,)

L '1

= IXT/A (t][ TA1 [xAt) [xAc])

- x/c~].( TA(ti)] [LxT Ati] 2X ~.]2

+ [T~.ti]~ EXT/~t.1 +[XT/~Actj] IT/A (t,)])

L 1 L14 £17
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H10 2+[IT//Att] (E 2[,, [XT/A ] 2)
H L ( 1 (ttiJ4 +]

10L 4 L L 4'2

,(xT A (t 4 2+rTA t] 2+XTi~a(t i)]23/
L I L 1 L 7

+1 [T/A (tt)]I

(XT4Ac] 2+[LIXT/A1(ti)] 2 + EXT/A (ti)] 2) /
L 1 L 4 L 7

if2= [IXTA ti] 2([XTi A(i)] 
2 + [x A (ti) 2)[TAt.]2

H IXT4A t,)] 8 ( [XT/a ti)] 1+ [XT/a (ti)] 2,.[TAt 2

IT/ (ti)t])

L 4L 7 )

H1 3 T (y 2+ [XT__A (ti)] 2+ [XT/A (ti)] 2 )_3/2

L 1 L 4 7

7he transfozn~ation of the state estimates from the current filter's

coordinate frare Lcat tine tj-c to the new coaudate frane In~ at tine t~r

based on the position state estimates at tcwas acconplished by
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. (tjr) = TAC(t)x. (tC) (ri-il)Ln Ln3 LC

where

T10 0 T20 0 T30 0

o T 0 0 T12 o o T1 3 0

o 0 0 0 T12  0 o T13

T2 1  0 0 T22 0 0 T2 3  0 0

0t cQ= 0 T21  0 0 T22  0 0 T2 3

o T2 0 0 T2 2  0 0 T2 3

T3 1  0 0 T3 2  0 0 T33  0 0

o T3 1  0 0 T32  0 0 T3 3

o 0 T 0 0 T32 0 o T3

and Tij is the ijth eleent of the'transforation - c(t i ) fram the currentLn

!GMtB coordinate system to the new coordinate system. Now,

Titti) J Ct7) cCt7 )  (lV-12)

Ian ± O I

where

T'Lc(tj)= the inverse of the transformation 7 (qI )

from the ear+h-fixed coordinate system to

the GLS filter's coordinate frame at
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......-

TI. (ti) the transformation from the earth-fixed

reference frame to the G4VC coordinate

frame based on the position state esti-

ates at

These transformations are discussed in more detail later in this section.

The filter's conditional covariance matrix P(q) was transformed

from the current GMLCS coordinate frame to the new fram using

PA LI T CL (IV-13)

This equation was developed from the definition of the conditional

covariance expressed in the current coordinate frame given by

P. (tjc ) E - (t.)-X- (ttCl EX. (y )-x.. (t-C)] T

LC -C iC _C -C

_(IV-14)

where

(ti_ 1 ) = the random vector representing the entire

measurement history at tire ti_1

= realized measurement values at time ti- 1

for a single trial

Likewise, the conditional oovariance in the new coordinate frame was

expressed as

p - (tjr)._ E '[ ( t . ) - 'L (t-.r)] .cf, (yi"^ _ i )

LB (t l  (IV-15)

substituting Eq IV-11 into Eq WV-15, and noting that
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then

P. (tir) E EYC(t-,FX. (t7i-x (t7C)IFXA t),. (t7c)T

Zn Ln1 -LjI Lc Lc -LC

Now, since the transformation T!k-was a deterministic function of the

realization Zi_1 , Eq IV-17 was written as

p,,(t,-r) =?C(t7) E'VX- (tj)-ki- (t7C)][X?,_ (t.)-i _ (t~c)IT
141c 1 1.L 2. L -C I -

which became Eq IV-13 when Eq IV-14 was substituted into Eq TV-lB.

As stated earlier, the transformation TA -(ti) was czalculated
-In

using Eq IV-12. Sice the G4flS filter's cocrdLinate fra.-:p was assizzaad

to be space-stabili-*zed from t7E, to t~c, the transformation T -i7 waS

the nvese f te tansormtion T, (tj 1) which was calculated after

the inpulsive rotation but before the measure:Tent update att~ -r I
'The seco~nd transfo.-mation TT- (ti) required to evaluate the transfonn-i

ticn T'C( wa3 calculated from the position state estimates coordi-

natized in the ear-th-fixe%-d ref erence system at tme tjO given by

1C

[iT/Atc) -[T/A (C](v9

4j/ I f TA (t-C)]
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The sine and cosine of the Euler rotation angles, n (t j) frcn the north

axis of the earth-fixed reference frame to the projection of the ne,

IE in the north-east plane of the earth-fixed reference frame and

v(t7i) fran the projection of the niew LoS in the north-east plane to the

estimated ICS (See Fig V-l)-, were calculated fran

sin (tlc) ( 4IV-20)

^Tos nt-7c )  I+V-2!)

4

7 (IV-22)

cos v1(tic)

([TA 2 [T/A~c ~/~-) )

X . l 1 i 4 I i 7

4I

COic the sine and cosine values were calculated, the transformation

j(tA) was evaluated using

si crt~jcccjc 7ntccu C s (W 2)

A. 1

Co (ti) - -sn(tic) cn(tc) (I-24)

L c Ctj)sv]tC) sn(tjC) s+t [ cv(t)

(See i~pencix A for development of this transformation.)
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The timing of the events for the C(1aiS extended Kalman filter

is shown in Fig IV-2, and the block diagram is depicted in Fig IV-3.

The state estimates Lc (t) and conditional covariance P~c(t) were pro-

pagated forward in time to time t7C in the current estimated LOS co-

ordinate frame (Lc). At time ti, the state estimates and conditional

covariance were sampled, and the transformation ^ from the currentLn
estimated LOS (filter's) coordinate frame it to the new estimated

(filter's) coordinate frame n was calculated. This transformation

was used to realign the tracker, and both the state estimates and con-

ditional covariance were expressed in the new coordinate system. Then,

the estimates of the measurements were calculated fran the state esti-

mates, the Kalman filter gain K(ti) %ias calculated from the conditional

covariance, and the conditional covariance update was performed. Finally,

the measurement residuals were calculated, multiplied times the Kalman

filter gain, and strmed with the state estimates to generate the state

estimates after the measurement update at time .

Extended Kalman Filter for Gauss-Markov Inertial tdel

The implementation of the G4I extended Kalman filter required only

the evaluation of the F and H matrices since the coordinate frame was

not rotated to a new position at time t i as was the coordinate frame

for the G@MS filter. Like the G4LOS model, the calculation of the P

matrix was straightforward since the dynamics were represented by a

linear stochastic model. Using Eq IV-6, the F matrix for the GMI dynamics

model was given by Eq IV-9. Again, the correlation time constants were

assumed to be time invariant and equal since the target was assumed to

have the same acceleration capability along any axis.

The calculation of the H matrix for the Gn model frc Eqs 111-7

to 111-10 was rore difficult and involved two approximations in the bo
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angle measurements. Since the measurements of the tangent of the error

angles a and e involved the transformation from the earth-fixed to

the tracker oordinate system, and this transformation was a function

of the position states, the fully-expanded H matrix required the partial

derivative of the transformation matrix with respect to the state vector.

However, the terms inolving the partial derivatives of the transforma-
tion were assuned small when compared with the other terms (See Ref 6)']

and were ignored for the evaluation of the H matrix for the inertial

filters evaluated in this thesis. Also, the denaninator of Eqs 111-8

and 111-9 were assumed constant (Ref 6). With these assumptions, the

H matrix became

H1  -0 0 H2  0 0 H3  0 0

H4 0 0 Hs 0 0 H 6 0 0

"[X-t)- 87 0 0 H8 0 0 K19 0 0 (IV-25)

i0 H11 0 H12 H13 0 H1 4  H15 0

where

EXT/At)]

1

([xT/Ati] 
2+[XT/Atp] 

2 + [XT/A t,] 2)

1 4 7'

4
R 2 -

([XT 'pt 1]2+r[/At 1} 2+[XT/A (t )] 2)k
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r T/A
Lx i (ti)J7

FT/A (t,)2 F [T/A *t)2 F [T/A (t)]2)
I i1 1 4 7

LTj~ 31

H4

[xT A (ti)]
L 1

[T' ti)]

[XT At.
Li

[~I (ti)]
L 3

[XT A (t,)]
L 1

[T (t 1 )[L 21

tXT/A (tj)
L 1

[T, (ti)]
L 22

Hem

[XT ~A ty]
L 1

L 23

L 1
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5 2

P /1 ([XT~tJ VA tp 2 -[-/A t,]) [3 /A t) 2
2 1 4 47'

[1 T1A1p2 1

1  X T ( t_ _ _ ) ] _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

I B3 I 7 )

/([XTAt~ 2 XT/At24  3

4 7
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2_ ( [] 2. 2)

/7

H1 [TV 1 121 47

and

[xT/A(t.)J A [TI(ti)1 IxT/At.1+[TI(t 1 )] [IxT/A (t)]
L I L 12

8 13 7

was the magnitude of the position estimate along the I-axis of the

trackei ' s (estimate IS) coordinate fra2e.

As discussed in Section III, the tracker was pointed along the

new estimated LOS calculated fran the position estimates at time tc.

lbe timing sequence_ used for the GMI extended Kaliran filter inml!rnta-

tion is stmnarized in Fig IV-4, and the block diagram is presented in

Fig IV-5. The state estimates xi( t) were propagated forward in time

to time ti when the state estimates iere samrpled. The state estimates

_xi(ti) at time t[ were used to calculate the estimates of the measure-
nents fran the vecr hf[x(t.)] and the transformation

L- LL

badcer (as discussed in Section III). The measurement residuals were
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formed and multiplied by the Kalman filter gain K(ti) calculated from

the propagation of the conditional covariance P(t7) at time tE. This

product was sunned with the state estimates i(t;) to calculate the

state estimates ,! (4t ) used for the initial conditions of the next pro-

pagation interval.

Extended Kalman Filter for Cbnstant Turn Rate Inertial )bdel

As with the GI dynamics rrdel, imple-entation of the CrRI dynamics

model in the extended Kalman filter required only the evaluation of the

F and H matrices since the filter's coordinate frame did not rotate.

However, unlike the GM! model, the calculation of the F matrix was not

trivial since the dynamics model for the C1RI filter was nonlinear. Using

Eq IV-6, the F matrix for the CRI model was

o F 0 0 0 0 0 0 0

0 0 F2  0 0 0 0 0 0

0 F3  F4  0 F5  F6  0 F7  F8

0 0 0 0 F9  0 0 0 0

Pli'tItI) 0 0 0 0 0 F1 o 0  0 0 (IV-26)

0 F1I F12 0 F13 F14 0 F15 F16

0 0 0 0 0 0 0 F17 0

0 0 0 0 0 0 0 0 FIe

0 F19 F2 0 0 F2 1 F2 2 0 F23 F24

xumx(tjt i)

K where

F1  F2 nF 9  F 0  F1 7  FI8 =1
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F3  1 [xtI) 2 A1 (A2 [IxT(ti)*,-A [IXT(ti)])

-2 (A2+A2+A2) [ X ti I + (A2+A2+A24)A /A3

F -2 2ix T (ti) A IIti)23 A'~ I~ T(ti) )/A2

5 -[XT(t,) '(A 4 [xXt,] ~A2 [IK~t, )A,

-2(A 2+A 2+A 2) 1'~i /jA3

F6  T 7X(t)J (A [it~~ A4 IXI(ti)]J)/A2

P7  = -2['xT7t )1(A3 I'XT(t )] -A4 'x T t1) 6l

-2 (A 2+A 2+A 2) ['xTtp31 8 /A 3

2 5 24

-2( 2A+A 2+A 2) ['x~T] 2 /A 3

-1 2[1I(ti) 51A.l(A 4[IXfi)1 9 -A2 I (ti)l 3)
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FI2  - T2[Ix(t)](A FX(ti) I-A 4 FX(ti)],8),1

-2 (2+A 2+A2) [IT (ti)] )/A 3

I2 3 24 1 ) 1

F2 - 2[Ix-2T(ti) (A4 II XT(t,)] -Ax(T 2

16 5 4 _3i( i (t6]02 1

19 - 1 :.. ( I x '8 1 -A 3 1 9jo

-2 (A+A2+2 TO
3 4) vx(tj~,I1 2i



where

Al - [I,,T(ti)]2 +LXT(ti)]2 + t)8
2 5

A2 = [IxT(ti)] [IxT(ti)8-Li't)] [IxT(ti)]8

The H matrix for the CrRI model was the same as the one used for the GMI

model since the trackers and state variables were the same for both

filters. The H matrix was given by Eq IV-25. Also, the timing sequence

and the block diagram for the CTRI model were identical to those of the

Gff model and are presented in Fig IV-4 and Fig IV-5, respectively.

Selection of Parameters for Extended Kalman Filters

The parameters for the extended Kalman filters for the GaM and

GMI model that had to be selected were the correlation time constants ti,

T2, and T3 and the descriptor Q of the strength of the filter's dynamic

driving noise. The correlation time constants were assumed to be equal

for all three axes of the filter's coordinate system as discussed earlier

in this section. The value for the time constants was selected to provide

a reasonable frequency band for the power spectral density of the correlated

acceleration. For high performance aircraft, a reasonable upper frequency

for the correlated acceleration was assumed to be three radians per second

(ref 7). This value of upper frequency corresponded to a correlation time

constant of two seconds.
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"'he values for the elements of the Q matrix defined by Eq IV-8 were

selected for the GMLOS and CA filter's by performing a steady state

analysis for the filter's conditional covariance matrix P(t). It was

assumed that the driving noises were white Gaussian zero mean noises.

Further, the Q matrix was assumed to be of the form

0 0 0

0 0 0 03x3

0 0 ql(t) 3x6

0 0 0 1 (IV-27)Q(t) =
0 0 0
0 M

03x6 10 0 0

0 3x3 0 0 0

1 0 o q3 (t)

where qi= the ith nonzero element of the Q matrix. This form was used

since it was assumed that

S wi)t wj (t+ T) 0 i0 j (IV-28)

for all t and r, a standard assumption for the driving noises used for

filter implementation (i.e., no correlation between the dynamic driving

noises). For the steady state filter conditional covariance analysis,

the Eq IV-2 for the propagation of the filter's covariance was used. In

steady state, this equation was written as

FP + PF T - -Q (IV-29)
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Since the dynamics model for either the GIO or the (M filter were

decoupled along each axis, only the dynamics equations along the 1-axis

were evaluated to calculate the ql element of Q. Also, the values of the

nonzero elements of the Q matrix were equal since the correlation time

constants were assumed to be equal. Equation IV-29 became

0 1 0 p 11 p 12  131 jP 11 P 12 P 13 iF0 0 01
p 0 0

1- P3 P23 P3 3  Lp 1 3 " 23P33J 0 _

= [0 j(Iv-30)
0 0 0

where

Pij = i j th element of the filter's covariance

matrix in steady state operation

Evaluation of the 33th element gave

2P33 = q1  (IV-31)

The value used for the filter's covariance of the target acceleration along

the one axis P3 3 was calculated based on the assumption that the 3 sigma

values of the error in the target acceleration estimate was 9 g's, or about

290 feet per second2 . Thus, the 1 sigma value was 3 g's, or approximately

97 feet per seond2 , and the value of element P3 3 was calculated to be 9409

feet 2 per second 4 . This value of 9409 feet 2 per second4 was substituted

into Eq IV-31, yielding a value of ql of 9409 feet 2 per second5 when a
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correlation time constant of 2 seconds was used. For the implementation

of the G-fLC6 and GfI filters, a value of 9000 feet 2 per second' was selected.

For the CTRI extended Kalman filter, only the value of the nonzero

ele-- nts of the Q matrix had to be selected. However, since this filter

used a nonlinear dynamics model, the steady state conditional covariance

analysis could not be used. The method of selecting the values of the

Q matrix, which was assumed to have the form shown in Eq IV-27, was by

trial and error. Initially, a value of 32 feet 2 per second5 was chosen

for the q's, which represented a I sigma value of about 0.2 g's; but

this value was too small to provide adequate performance for trajectories

with high target acceleration variations. Next, a 10 fold increase in

the 1 sigma value, i.e., a value of 3000 feet 2 per second5 , was tried; and

the performance was significantly irproved. Finally, a value of 9000 feet 2

per second5 , representing a 1 sigma value of about 3 g's, was evaluated.

This was the value used in the CTRI filter since it provided good performance

for the filter when evaluated against the trajectories used for this thesis

and permitted the CrRI and GfI filter's performance to be compared with the

same Q matrix. The use of the same Q matrix implied that the same order

of uncertainty or variations of the filter's estimate of the trajectory was

assumed for both the constant turn rate trajectory computed by the CRI

filter and the Gauss-Markov zero mean acceleration trajectory calculated

by the GMI filter.
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V Method of Evaluation

Monte Carlo Simulation

A modified version of the generalized digital Si-mulation for

Ontiiral Filter Evaluation (SOFE) program developed at the Air Force

Avionics Laboratory (Ref 5) was used to test each filter's performance.

The SOFE program provided the basic functions needed to run Monte Carlo

simulations of an extended Kalman filter. These functions included a

numerical solution to the differential equations for both system simula-

tion and filter propagation, a Carlson square root update of the filter's

state estimates and onditional covariance, and the necessary program

control for multiple simulations. Nine user written subroutines were

required to define both the system simulation and the Kalman filters.

For this evaluation, the system simulation was provided from external

trajectory data (to be discussed later in this section). Equations II-ll,

111-1, 111-2, 111-3, 111-4, IV-9, and IV-10; qs 11-23, 111-7, I1-8,

111-9, 111-10, IV-9, and IV-25; and Eqs 11-42, 111-7, 111-8, 111-9, 111-10,

IV-26, and IV-25 were included in the user written subroutines to specify

the filter model for the G1SW, GI, and CTR1 filter, respectively. The

outputs of the SOFE program, the true model state vector, the filter's

estimate of the state vector, the measurement residual vector, the measure-

ment residual variances, and the filter's variances for each interval

were stored for post-processing by the SOFE plotting (SOFEPL) program

(nef 8), also developed by Air Force Avionics Laboratory personnel.

The number of simulation passes through the simulation for each filter

evaluation used for this thesis was 20. This nunber of passe- was

selected by camparing plots from the SOFEPL program for 5, 10, 15, and
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20 passes (Fig B-i to Fig B-9, Fig B-10 to Fig B-18, Fig B-19 to Fig B-27,

and Fig E-10 to Fig E-18, resp-ectively). There ;as little difference

between the plots for 15 and 20 passes, rand 20 passes were selected to

provide confidence in the accuracy of the solution. Also, the choice of

20 passes kept co-puter execution 4 ire and storage requirements at accept-

able values.

As stated above, a modified SOFE program was used for the evalua-

tion. Tko modifications, a second order Runge-Kutta integration option

with fixed step size, instead of the fifth order Runge-Kutta integration

provided by the SOFE program, and.the use of external trajectory data

for the true state vector, instead of the SOFE program calculating the

true state vector during the simulation, had been previously incorporated by

Air Force Avionics Laboratory personnel (Ref 9). These t-. modifications re-

duced the computational burden required to perform the integration from

tire ti to time ti+l, thus reducing the time required for the 20 Monte

Carlo simulations. Also, a third modification to the SOFE program was

made for the G=4LCS filter to allow the transformation of the filter's

conditional covariance matrix P(ti) fran the filter's current coordinate

frame at time tic to the realigned coordinate frame at tine tir as

described in Section III.

The SOFEPL program calculated the ensemble average of the data

from the multiple Monte Carlo simulations fra the SOFE program and

formatted these results into the requested plots. Sixteen different

plot types were available fran the SOrEPL program. For this thesis, the

mean error between the truth mdel (target trajectory data) value and

the oorresponding estimate from the filter, the sun and the difference

of the standard deviation of this error with the mcan error jelf, an

the square root of the appropriate diagonal element of the filter's
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conditional state covariance matrix were plotted versus time (See Fig V-1).

This plot type provided the sample statistics for actual errors cmrmitted

by the filter (mean error and mean error plus or minus the standard devia-

tion of the error) and the filter's computed performance (plus or minus

the square root of the filter's conditional variance) to evaludte filter

tuning and performance.

Trajectory Generation and Description

The trajectories used in the evaluaticn of the three filters were

generated by a program, TRAJ, developed by Air Force Avionics Laboratory

personnel, to provide date for both the target and attacker during a

dunnery pass (Ref 9). The program allowed the user to fly the target through

a maneuver by varying the thrust, roll rate, and normal acceleration while

the attacker tracked the target using a gunnery lead collision scheme.

The outputs of the program which were calculated every 0.02 seconds (50

times per second) included the time, position, inertial velocity, and

inertial acceleration of both the target and the attacker in an earth-fixed

reference frame and the transformation from the earth-fixed reference frame

to the attacker body coordinates. The origin of the earth-fixed reference

frame was located on the surface of the earth with the attacker's center

of gravity cg on the negative down asix at the initial time (Fig V-2).

Three trajectories, picked to represent typical target maneuvers

during an aerial gunnery engagement, were developed using the TRAJ pro-

gram. Each engagement lasted 12 seconds, providing adequate time for the

performance evaluation of the filters.

"tajectory 1 was selected to demonstrate the perform.nce of each

filter against a target flying a constant normal acceleration maneuver.

Initially, the target and attacker were flying on the sa:- i,_eing parallel

to the north axis of the earth-fixed reference frame at the same altitude
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of 5000 feet. The target was 7500 feet in front of the attacker and

offset 2000 feet to the attacker's right (See Fig V-3). The initial

speed of the target was 800 feet per second (approximately 500 knots),

and the initial speed of the attacker was 750 feet per second (approxi-

mately 440 knots). Furthermore, the target was established in a 5g

normal acceleration level left turn (approximately 78 degrees left bank).

For the duration of the trajectory, 12 seconds, the target maintained

the 5g constant normal acceleration left turn.

Trajectory 2 provided a highly dynamic maneuvering target with

out-of-plane maneuvers to evaluate the filters' performance, and it was

designed to represent a typical target reversal and dive out of the

engagement. The target and attacker had the same initial conditions as

in Trajectory 1 except the initial altitude of both was 10000 feet (See

Fig V-4). For the initial five seconds, the target performed the same

five g normal acceleration level left turn. Then the target initiated

a one radian per second roll to the right while maintaining five g's

normal accelration. The roll continued until the target was inverted

with wings parallel to the north-east plane of the earth-fixed reference

frame (wings level). The roll rate was then set to zero, the normal

acceleration was increased to seven g's, and the target copleted a

"split s" maneuver to upright level flight.

Trajectory 3 was chosen to demonstrate the filters' performance

for a nose-to-nose (front) engagement. The engagement was designed to

represent a typical front engagement where the target attempts to gain

a firing position behind the attacker. Initially, the target and attacker

were flying with wings level on opposite headings parallel to the north

axis of the earth-fixed reference frame. The target was 15000 feet in

front of the attacker and 2000 feet to the attacker's right (See Fig V-5).

Both the target and the attacker were at the same altitude, 5000 feet,
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and same speed, 800 feet per second (approximately 475 knots). Four

seconds after the start of the engagement, the target established a 4g

normal acceleration climbing left turn which was held for 4.5 seconds.

Then the target rolled right at one half radian per second while main-

taining four g's nornal acceleration. Once the target obtained 75

degrees of right bank angle, the roll rate was set to zero, and the

target continued in a 4g normal acceleration level right turn until the

end of the engagenent.

Measurement Update Rates

The baseline update rate selected for the comparison of the three

filters was 25 times per second (0.04 seconds between updates). This

rate was selected since it was compatable with the time increment of the

trajectory generating program and was consistant with measurement rates

available from current sensors (Ref 4). To evaluate the sensitivity of

the CTRI filter to variations in update rate, update rates of 12 times

per second (0.08 seconds between updates), 6- times per second (0.16

seconds between updates), and 3 1/8 times per second (0.24 seconds

between updates) were selected. Faster update rates were considered but

cmputer storage requirements prohibited the evaluation of these rates.

The descriptor of the strength of the dynamic driving noise Q was held

constant during this evaluation. Table V-1 summarizes the update rates

used with each filter.

Variations in Measurement Noises

The baseline values used for the elements of the noise covariance

matrix R (as discussed in Section III) for the filter only were varied

systematically to evaluate the effect on the CTPI filter's poe-rfor'ance when

flown against Trajectory 2. The value of each variance was independently
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increased and decreased by an order of magnitude for both the range and

range rate measurements. For the error angle measurements, the variances

of b.oth error angle measureents were increased and decreased by an

crder of magnitude concurrently. Finally, the CTPI filter was evaluated

with each measurement not available and the variances for the other mea-

surements set at the baseline values. Again, both error angle measure-

ments were removed at the same time. A summary of the variances used

to investigate the sensitivity of the CTRI filter to variations in the

measurement noises is presented in Table V-2.

Figures of Merit

various figures of merit were employed for the convarison of the

three filter models and the evaluation of the effect of different update

rates on the performance of the CTRI filter. Nine figures of merit were

calculated for the comarison of the GaW, G"11, and CTRI filters. These

figures were:

1) the scalar magnitude of the three dimensional vector of the

approximate time average of the mean errors of position, and similarly

calculated scalar magnitudes for velocity and acceleration (all rounded

to the nearest whole number),

2) the peak scalar magnitude of the three dimensional vector of

the mean error of position, and similarly calculated scalar magnitudes

for velocity and acceleration (all rounded to the nearest whole number),

and

3) the scalar magnitude of the approximate time average of the

three dimensional standard deviation vector of the errors committed

by the filter for position, and simrilarly calculated scalar magnitudes

for velocity and acceleration (rounded to the largest whole number).
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The scalar magnitudes of the average of the mean errors were calculated

by first estimating the time average of the mean error for each component

of the position, velocity, and acceleration vectors. Then, using these

omrponents of the average mean errors, the rss magnitudes for the average

mean errors of position, velocity, and acceleration were computed. The

peak scalar magnitudes of the mean errors were calculated by using the

mean error for each component of the desired vectory (position, velocity,

and acceleration) at time t that produced the largest magnitude of the

mean error. rinally, the scalar magnitudes of the time average of the

standard deviation were computed by estimating the time average of the

standard deviation of the errors committed by the filter from the SOFEPL-

generated plots for each amponent of position, velocity, and acceleration.

Then, the rss magnitude of the standard deviation for the position, velocity,

and acceleration vectors were calculated using these estimates. For

Trajectory 1, the nine figures of merit were computed over the total 12

seconds of the simulation, while the figures of merit for Trajectory 2

and Trajectory 3 were calculated over the intervals of 5 to 12 seconds

and 4 to 12 seconds, respectively. These shorter intervals for Trajectory 2

and Trajectory 3 were used to eliminate the influence of the initial 5 g

normal acceleration turn on the figures of merit for these trajectories

since the inclusion of the initial 5 g normal acceleration turn wuld bias

the results. (Note that the SOFEPL plots provide results from 0 to 12 seconds.)

For the evaluation of the effect of update rates on the performance

of the CTRI filter, the time average of the standard deviation of the errors

camitted by the filter for each state variable was plotted versus the

update interval for which the average was calculated. Only simulations

against Trajectory 2 %ere used to evaluate the effect of qp2ate rates

since this trajectory was the most difficult of the three simulated tra-
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jectories for the CRI filter to track (See Section VI).

To evaluate the effect of different variances of the measurenent

noises, the plots for each of the state variables fran the SOFEPL program

for the CTPI filter with the different variance(s) were cocpared directly

wIith the corresponding plot of the same state variable using the baseline

measure nnt noise variances (as described in Section III); the percent

difference (rounded to the nearest percent) was then calculated. This

approach was used since not all the state variables were affected by

changes in the measurement noise variances. Also, only simulations using

Trajectory 2 were evaluated for the same reason discussed above.
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VI Results

General Performance of the Three Filters

Before the direct comparison between filters is made, the general

performance of each filter will be discussed to provide physical insight

into the results. Figures C-1 to C-27 are the plots of the results from

the Monte Carlo simulations of the G4ICS filter for the three trajectories

used. The (MLOS filter was characterized by a nearly unbiased estimate

of the position along the estimated LOS and oscillatory biased estimates

of the tqo cross range (2- and 3-axes of the filter's coordinate frame)

positions, the three velocity components, and the three acceleration

components. Furthermore, when a high rate of change of acceleration

was present as in Trajectory 2 and Trajectory 3, these eight estimates

exhibited large mean errors. The biases in the estimates and the large

mean errors were a result of the inadequacy of the assumed target relative

acceleration model. This model, a first order zero mean Gauss-Markov

process, did not accurately model the target acceleration when the target

acceleration was not highly coorelated with attacker acceleration (See

Section II) as was the case in Trajectory 2 and Trajectory 3. Thus, the

GMEKDS filter had an inherent lag in the estimates of the states when unmodeled

maneuvers with persistent turning accelerations were encountered. Furthermore,

the measurement updates kept the filter fron diverging while the un-

noeled maneuver was occurring. The oscillations apparent in the estimates

had both high frequency and low frequency characteristics. The high

frequency oscillation readily seen in the plot of the position estimate

along the 2-axis of the filter's coordinate frame for all three trajectories

(Fig C-4, Fig C-13, and Fig C-22 was caused by the impulsive realignment of

the filter's coordinate frame just before an update. The low frequency
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oscillation appeared to be strongly trajectory-dependent. For Trajectory 1,

this oscillation presisted for the duration of tlc -Ximulation; while for

Trajectory 2 and Trajectory 3, the intervals where the target maneuver

was fairly dynamic appeared to aid in reducing the amplitude of low

frequency oscillation. One feasible explanation was that the increased

manuevering overcame an observability problem that occurred during Tra-

jectory 1 (constant target maneuver). Also, the zero-mean Gauss-Yiarkov model

was more representative of target accelerations levels that were more

dynamic and less persistent.

For Trajectory 1, the man errors of all the estimates of the

states were within the envelope of plus or minus the square root of the

corresponding filter-computed conditional variance. This was expected

since the target and attacker accelerations were correlated (the target's

acceleration was closely approximated by the attacker's acceleration).

However for Trajectory 2 and Trajectory 3, the mean errors for most of

the estimates of the states exceeded this envelope. Furthermore, in

the case of Trajectory 3, this envelope necked down during the interval

when the target acceleration was rapidly changing and was uncorrelated

with the attacker's acceleration. (That is, the attacker's acceleration

provided no information about the target's acceleration.) The large mean

errors and the failure of the filter's conditional variance to reflect

the growth of the mean errors indicated that the filter was putting too

much weight on the results from the dynamics model and not enough weight

on the information contained in the measurements. Therefore, the tuning

issue for the GSLOS filter should be further explored or the use of

adaptive Kalman filter techniques should be investigated to alleviate

this problem.

The plots of the results from the Monte Carlo simulations for the

GMI filter for the three trajectories are presented in Fig D-I to D-27.

The characteristics of tho GMI filter were a nearly unbiased estimate of
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the ."csition along the north-axis of the filter's coordinate system and

lcv frequency oscillatory biased estimates of the positions along the

east- and dwm-axis, the three corponents of velocity, and the three

cor-xpnents of acceleration. (Note that if the trajectories had been

fla.n along the east-axis, the results would be rotated +90 degrees

about the filter's down-axis). Moreover, when the filter was required

to track a target with a high rate of change of acceleration as for

Trajectory 2 and Trajectory 3, large mean errors resulted for these eight

estimates. The biases in these estimates observed for all three tra-

jectories and the large mean errors for Trajectory 2 and Trajectory 3

were caused by the inability of the assumed target acceleration model to

represent the actual target acceleration accurately. The target accelera-

tion model used for the GMI filter assumed that the total inertial target

acceleration was adequately modeled by a first order Gauss-Markov process

with a zero mean, while the actual target acceleration was not zero-mean

nor a first order Gauss-Markov process. Thus, when unmodeled maneuvers

were encountered, the GMI filter did not accurately predict the states

and had an inherent lag in the estimates of the states. Furthermore, the

information provided by the measurement trdates maintained the stability

of the filter until the unmodeled maneuver was completed. Like the GMLOS

filter, the low frequency oscillations appeared to be trajectory-dependent

(as discussed above).

The man errors of the estimates of the (fl filter for Trajectory 1

were all within the envelope of plus or minus the square root of the filter's

corresponding conditional variance, as expected, since the actual target

acceleration was not drastically different from the assumed model. However,

for Trajectory 2 and Trajectory 3, the mean errors of the estimates ex-

hibited large excursions outside the envelope of the filter's corresponding
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conditional standard deviation. Furthermore, the filter's variances

for Trajectory 2 or Trajectory 3 did not reflect the growth of the mean

errors during the intervals where the assumed target acceleration model

was providing incorrect predictions of the states. As with the G(LOS filter

the c.'1 filter appeared to be weighting the results from the dynamics

model too much and not weighting the information provided by the measure-

ment updates enough. Two alternatives, retuning the filter or using

adaptive Kalman filter techniques should be explored to eliminate these

problems.

The plots of the results from the D4bnte Carlo simulations of the

CrI filter for the three trajectories are presented in Fig E-l to E-27.

The results were characterized by nearly unbiased estimates of the states,

except during initial transients for estimates of the position and velocity

states along the east-axis. The small bias values observed were expected

since the trajectories were well described as constant turn rate tra-

jectories except during the intervals of rapid acceleration changes.

Large mean errors occurred during these intervals and were a result of

the inadequacy of the assumed constant turn rate model to represent the

rapidly varying actual target acceleration. The inadequacy of the model

caused incorrect estimates of the states, and the filter lagged the actual

target parameters; however the CTRI model was more representative of actual

typical maneuvers than either first order Gauss-Markov target acceleration

models (except possibly during transient changes).

The mean errors of the estimates for the CTRI evaluated against

Trajectory 1 were within the envelope of plus or minus the square root

of the filter's corresponding conditional variance. However, as with

the Gn"O filter and CM filter, the mean errors of most of the estimates

for the C1I when evaluated against Trajectory 2 and Trajectory 3 exceeded
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this envelope. The filter's attempt to increase the conditional variances

significantly lagged the onset of the maneuver. The large increase in

mean errors and the failure of the filter to increase the conditional

variances indicated that too much weight was given to the predictions of

the dnamics model and too little weight was given to the information pro-

vided by the measurerents. Retuning the filter or use of adaptive Kalnari

filter techniques should be explored to alleviate these problems.

C of the Three Pilters

The figures of merit for each filter for the three trajectories

are presented in Table VI-I and Table VI-2. As seen from these tables,

the GAI filter provided estimates of the states where both the scalar

magnitudes of the time average of the three components of mean error and

the peak scalar magnitudes of the three components of mean error were

equal to or less than the corresponding values for the GMLOS filter for

all three trajectories evaluated. (A difference between corresponding

values of ten percent or less was considered insignificant because of the

errors that possibly could occur in determining both the time average and

peak values from the plots.) Furthermore, the scalar magnitudes of the

standard deviations of the errors committed by the GMI filter were also

equal to or smaller than the corresponding values for the GEWLC filter.

(Again, a difference between corresponding values of ten percent or less

was considered insignificant because of the errors that possibly could

occur in dtermining the values of the standard deviation from the plots.)

True superiority of the GU4 filter over the GMLOS filter was de'onstrated

when both filters were flown against Trajectory 3. The scalar magnitudes

of the averaqe mean errors, the peak scalar magnitudes of the mean errors,

and the scalar magnitudes of the standard deviations of the errors for

84



4-) 0 Lnm OD Ja tr Nm - Dc

-4 0) 1- L C M u ~ -40 1 -4 a'.O
r~ C4 " L CN --q r (Lf) ',l -4 al 0

0 L)(L
Ow

m 44

04 .- 4a % cN, N N , I"

0- rC) .C VCN N4'C 4C'(I

Ul

495



b.4 0 a

4) 4 Q

0) 0
4 4N

'.4 t0__0

U) 86



the GI filter were 20 to 57 percent less than the corresponding values

for the GMLOS filter. This trend was expected. The target acceleration

model for the GMI filter assumed no correlation between the accelerations

of the target and attacker while the TMLS filter's target acceleration

model assumed correlated accelerations between the target and attacker

(as discussed in Section II). Since the actual target and attacker accel-

erations were nearly uncorrelated during the maneuver for Trajectory 3,

the G4I filter's acceleration model was a better approximation of the

actual target acceleration than the acceleration model for the GMLOS

filter.

When the performance of the CTRI filter was crmared to the per-

formance of the GMI filter using the scalar magnitudes of the average mean

errors and the peak scalar magnitudes of the mean errors, the CTRI filter

performed as well as or better than the Z filter except for the peak

scalar magnitude of the mean error for position. (A difference of cor-

responding values of ten percent or less was considered insignificant as

discussed above.) However, when the scalar magnitudes of the standard

deviations of the errors were compared, the superiority of the CTRI filter

was not apparent. For example, for Trajectory 1, the GMI filter had lower

scalar magnitudes of the standard deviations than did the CMRI filter.

However, this comparison was dependent on how well the GMI filter was

tuned compared to how well the CTII filter was tuned, and the issue was

not explored further because of the complexity of the CTRI acceleration

nodel and time constraints. The true superiority of the CTRI filter

over the GME filter was demonstrated by the decrease in the scalar mag-

nitude of the average mean errors and peak scalar magnitudes of the mean

errors for the acceleration states by 47 and 41 percent, resx'ctively,

and the decrease in the magnitudes of the average mean error for the
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velocity states by 53 percent. The trend exhibited by these decreases

was anticipated since the CTRI filter's acceleration model more nearly

represented the actual target acceleration for Trajectory 2 than did the

Ga filter's acceleration model. Furthenore, the rms error (defined as

the square root of the square of the mean error plus the variance of the

error) should be evaluated.

Finally, when ccnparing the filter's performances, the opportunity

for an actual gunnery solution had to be considered before finally select-

ing between the GE and CTRI target acceleration model. For example,

during the high roll rate maneuver of Trajectory 2, the attacker, using

gunnery lead collision tracking, could not obtain a gunnery solution until

the completion of the maneuver assuning the roll rates of the two aircraft

were equal. The direction of the velocity vector of the attacker would

lag the direction of the velocity vector of the target by some fixed

angle (a function of the pilot's reaction time) until the target aircraft

copleted the roll. Therefore, the attacker would not be able to obtain

the relative position needed to provide the gunnery solution, and the

errors in the estimates provided by the filter would not be critical as

Ing as the filter recovered fran these errors rapidly. However, for

Trajectory 3, the situation was entirely different since the gunnery

solution must be achieved during the period when the angular rate of the

target with respect to the attacker is large. This was the only time

when the attacker had an opportunity to obtain a gunnery solution during

the attack, assuming both aircraft could obtain the same normal accelera-

tion value. As the target continued the turn into the attacker, the

attacker could eventually not be able to pull enough lead on the target.

At that moment, the attacker's firing opportunity would be lost. Thus

the filter's estimates during the interval were extremely im.rortant, and

any errors in these estimates would be critical to the accuracy of the

gunsight. Another consideration in actual implementation ;.tuld be the
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coputer resources required. The CTRI filter required 176 multiplica-

tions, 223 additions, and 20 divisions for each propagation step while

the G{I filter required 18 multiplications, 162 additions, and no divisions.

The o-,xputer resources required for an update were the same since both

filters used the same measurement equations. Thus, the requirement for

increased accuracy asprovided by the CTRI filter would have to be weighed

against the subtantially increased computer requirements. Finally, the

relative robustness of both the GMI and CTRI filters to variations in

parameters, measurement noise, tuning, and imperfect initial conditions

should be investigated to provide, additional insight into which filter

is the better choice for implementation.

Effect of Update Rate on CrRI Filter Performance

The plots of the three compoents of the time average of the stand-

ard deviations of the errors committed by the CTRI filter are presented

in Fig VI-I, Fig VI-2, and Fig VI-3 for the position, velocity, and accel-

eration, respectively. The points for these plots were obtained from

Fig F-1 to Fig F-27 and from Fig E-10 to Fig E-18. The results presented

in Fig VI-l, Fig VI-2, and Fig VI-3 indicate that when the sanple period

was increased from 0.04 seconds to 0.24 seconds, the performance of the

CTRI filter against Trajectory 2 was not significantly degraded. However,

the actual plots of the results from the Monte Carlo simulation Fig F-1

to Fig F-27 and Fig E-10 to Fig E-18 indicate that as the sample period

was increased, the mean error plots exhibited larger excursions from the

mean error of the corresponding state for a sample period of 0.04 seconds.

Further, the condition variance of the filter for each state grew as the

update interval was increased. These trends were expected; however, the

deviation of the mean error with an increase in sample period was mre
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irregular then expected especially for sample periods of 0.16 seconds

and 0.24 seconds. (The rms error should be evaluated for confirm the

results.) Apparently, the use of a constant descriptor Q of the

dynamic driving noise to evaluate the performance of the CTRI filter

for the longer sanple period was inappropriate even though the dynamics

were considered to be continuous functions of time. The filter was

dependent on a necessarily erroneous dynamics model for the longer inter-

vals so additional pseudonoise would be required as the sample period was

increased. Additional evaluations of the filter's performance with in-

creased pseudonoise should be accomplished if longer sanple periods are

required. However, sample periods of less than 0.08 seconds could be

used with confidence.

Effects of Variations in Measurement Noise for the CTPI Filter

The results for the variations in the elements of the descriptor R

of the measurement noises for the CdI filter only (as discussed in

Section V) are presented in Table VI-3, Talbe VI-4, and Table VI-5. The

plots of the results of the Mbnte Carlo simulations which were used to

calculate the approximate percent change between the tine average of the

values for the baseline case and the case being evaluated over the inter-

val from 5 to 12 seconds are presented in Fig E-10 to Fig E-18 (baseline

case), Fig G-1 to Fig G-27 (variations of the variance of the range mea-

surement noise), Fig H-1 to Fig H-2 (variations of the variances of the

error angle measurent noises), and Fig I-1 to Fig 1-27 (variations of the

variance of the range rate measurement noise). As the variance of the range

noise a2R was increased, the performance of the CTI'I filter against Tra-

jectory 2 varied significantly only in the position estimate along the

north-axis. The time average of the standard deviation of the errors and

the time average of the square root of the filter's conditional variance

increased 200 percent as the variance of the range measurement noise
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increased by t.7o orders of magnitude. Since the range measurement was along

the north-axis for most of Trajectory 2, the effect of a variation in the

variance of the range measurement noise was expected along that axis. Fur-

thc!-ire, since the velocitv estimates were one integration renoved from

tho ranre measurement and the acceleration estimates were tLo integra-

tdc.s rejmoved, the effects of the variation of the variance of the range

measurement noise had little effect on these estimates. .breover, when

no range measurements were available, the CTRI filter still was able to

estimate the states, when provided the exact initial conditions, without

diverging. (Note that the range rate measurement was still available

and would provide range information.)

For variations of the variances of the error angle measurement

noises 02a and a2e , the major effect was apparent in the position and

velocity estimates along the east- and down-axis. As these variances

were increased by two orders of magnitude, the time average of the mean

error, the standard deviation of the error, and the square root of the

filter's conditional variance of these estimates increased approximately

110 percent. The information available fron the error angle measurements

for Trajectory 2 was mostly along the east- and down-axis. Thus, the

effects of the variation of the variances of the error angle measurement

noises visible in these estimates were as expected. Furthermore, whten

the error angle measurements were not available, the filter was not able

to estimate the states even though the filter started from perfect initial

conditions. The lack of these measurements apparently created an observa-

bility problem.

When the variance of the range rate measurement noise a 2 was varied,

the position, velocity and acceleration estimates along the north-axis

showed the major effects. As the variance was increased by to orders
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of magnitude the time average of the standard deviation of the error and

the square root of the filter's conditional variance increased approximately

40 percent while the man error did not vary significantly. As with the

ran'ge measurerient, the range rate measurement for Trajectory 2 provided

inofc=tion along the north-axis, and the variation of the three estimates

alonj the north-axis with changes in the variance of the range-rate mea-

surement noise was as expected. Furthermore, the CRI filter was able to

estimate the states without a range rate measurement from perfect initial

conditions without diverging. (Note that the range measurement was still

available and would provide range. rate information.)

Based on these results, the CTRI filter demonstrated the ability

to perform adequately even for large changes in the variances of the range

and range rate measurement noises used for the filter. However, the filter

was sensitive to variations in the variances of the error angle measurement

noises. Furthermore, the filter was evaluated with perfect initial condi-

tions provided to the filter, and additional evaluations of the filter

for uncertain initial conditions should be performed to establish the

sensitivity of the filter to the changes of the variances of the measure-

nent noises.
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VII Oonclusions and Recommendations

Conclusions

The CRI filter and the G41 filter provide performance equal to

or suparior to the performance of the CSCS filter for the three tra-

jectories evaluated for this thesis. T'hen the target acceleration pro-

files are not demanding (as in Trajectory 1), the performance is nearly

the same for the three filters. However, as the target acceleration

profiles become more demanding (Trajectory 2 and Trajectory 3) the per-

formane of the (2.1LS filter is worse than the performance of either of

the other two filters. The figures of merit for the (M filter are at

least 20 percent less than the corresponding figures for the GML'W filter

for Trajectory 3, while the figures of merit (except for the scalar

magnitude of the time average of the standard deviation of the error)

for the CTRI filter are in general at least 20 percent less than the cor-

responding figure for the GLOS filter. Furthermore, for Trajectory 2,

the CrRI filter provides the best estimates of the states, as expected,

since the actual target acceleration is better modeled by a CrRI accel-

eration model than by either the GMLOS or (1.I acceleration models. More-

over, for the more demanding target acceleration trajectories, there is

a tuning issue that requires further study to explore the reduction of

the large excursions of the mean error experienced during the periods of

poorly modeled actual target accelerations. Finally, the CTRI filter

requires substantially more arithenetic operations (176 multiplications

for the CRI filter versus 18 for the G4E filter, 223 additions for the

CRE filter versus 162 for the GT filter, and 20 divisions for the CTRI

filter versus none for the G,.q filter) than the GTfl filter for each pro-

pagation step.
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Sample periods for the CTRI filter of 0.04 seconds and 0.08 seconds

provide estimates of the states that are not significantly different.

9a-over, as the sample period is increased to 0.16 seconds and 0.24 seconds,

the estimates of the states beccre very irregular, and the use of the same

descriptor Q of the dynamic driving noise apparently is inappropriate.

The CI filter depends on an erroneous dynamics model fcr longer intervals

requiring the addition of pseudonoise as the sample period is increased.

In any case, sample periods of less than 0.08 seconds provide adequate

filter performance, and should be used for implenentation.

The effects of the variations of the variances of the measurement

noises are as expected for the CrRI filter. When the variance of the range

measurement noise is increased by two orders of magnitude, only the time

average of the standard deviation of the error and the time average of the

square root of the filter's condtional variance of the position estimate

along the estimated LOS are increasing approximately 200 percent. When there

is no range measurement, but perfect initial conditions are available, the

CTRI filter is able to estimate the states without diverging. For an in-

crease of two orders of magnitude of the variances of the error angle mea-

surement noises, only the time average of the mean error, the time average

of the standard deviation of the error, and the time average of the square

root of the filter's conditional variance for the position and velocity

along the east- and down-axis (over the same interval) increase with the

increase approximately 110 percent. Furthermore, %hen the error angle

measurements are not available, the filter can not estimate the states even

though perfect initial conditions were provided since the filter diverges,

indicating that there is an observability problem. Increasing the variance

of the range rate measurement noise by t.wo orders of magnitude increases
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only the time average of the standard deviations of the error and the

time average of the square root of the filter's conditional variance

for the same interval along the estimated LCS for position, velocity,

and acceleration with the increase approximately 40 percent. If the

rancc rate measurement is not available, the CTRI filter still is able

to estimate the states from perfect initial conditions without diverging.

The CTPI filter is most sensitive to variations in the accuracy of the

measurements of the error angles while the accuracy of the range and

range rate measurements are not as critical.

Recmmendations

The GMI and CTRI filters should be developed with noise added to

the measurements provided by the IMTJ and with a dynamics model for the

tracker. The use of an imperfect IMU would affect the propagation (by

noisy attacker velocity measurements) and the update (by the noisy trans-

formations from the earth-fixed reference frame to the attacker's body

axis) for both filters. Also, the GM IS filter should be modified to

include the tracker dynamics. These new models would allow evaluation of

filters that more nearly represent the actual system that would be imple-

mented. Then these filters should be evaluated versus several different

trajectories to insure that the trends identified in this thesis are also

true for the more realistic models.

Additional evaluations of the effects of different update rates

should be accomplished with the CTRI filter retuned for each different

update rate with pseudonoise added to copensate for the dependence of

the filter on an erroneous dynamics for longer periods as the sample

period is increased. Further, the rM filter should also be included

in this evaluation since it is certainly a good candidate for implementa-

tion.
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'The robustness of the GMDS. CNIr, and CRI filters using the new

models discussed above should be evaluated to determine the effect of

variations in dynamics and measurement model parameters, dynamic driving

noise statistics, and measurement noise statistics.

All three filters should be investigated to explore the effect of

a retuning effort on the mean errors, standard deviations of the errors,

and the peak mean errors. The filters should be tuned to match the filter's

computed conditional variances with the root mean square of the true errors

committed by the filter to guard against severe biases.

The recovery from bad initial conditions of the three filters should

be investigated since this issue was not addressed in the results presented

in this thesis. If additional robustness is required, a constant ga.n ex-

tended Kalman filter implementation should be explored.

Finally, if the retuning of the filters does not provide substantially

better performance, the addition of a bias correction term or the use of

adaptive Kalman filter techniques should be explored to provide the desired

reductions of the mean errors, standard deviation of the error, and peak

mean errors.
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APPENDIX A

Coordinate Transformation

General

nTWo coordinate transformations were calculated by the filter used

for this thesis. One was the transformation of a vector coordinatized

in the earth-fixed reference frame coordinates to the estimated LOS co-

ordinated frame (and its inverse) and the other was the transformation

of a vector coordinatized in the attacker's body frame reference system

to the estimated LOS coordinate frame coordinates (and its inverse).

(These axes systems are defined in Section II and Section III.) Both

transformations involved only rotations about two axes; the correspond-

ing axis for each transformation had no rotation. Furthermore, the

Euler angles n and v with rotations in that order were similarly defined

for each transformation, and both transformations used the right hand

rule to determine positive rotations. Therefore, only one transformation

form was required.

Transformation Develogrint

The transformation from coordinate f rame A to coordinate frame B

with the constraint that the YB-axis _ Hained in the plane of the xA-YA

axis required only two Euler rotation angles n and % to completely deter-

mine the transformation. By convention, the first rotation occured about

the zA-axis as shown in Fig A-1 to an intermediate coordinate frame C.

The transformation 71 of the unit vectors xA, YA, and zA of coordinate

frame A to the unit vectors XC, YC, and zC of coordinate frame C is given

by

[xC co nFi XA 1 [xA]
YC - n cos n YA 'TC YA (A-1)

ZC  0 0 1 zA  zA
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The second rotation about the yc-axis (shown in Fig A-2) in which the

unit vectors Xc, YC, and zc of the C coordinate frame were transformed

to the unit vectors xB, YB' and zC of the B coordinate frame is given by

xB cosV 0 -sin v X c [xc

YB = 0 1 0 YC =TC YC (A-2)
zB sin v 0 cos [ zC zC

Combining the transformations in the proper order, the transformation TB

from the A coordinate frame to the B coordinate frame is given by

cCV sricv -sv

7A-T c, -sri cni o (A-3)

cnsv srIsv CV

where c and s denote cosine and sine, respectively.
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APPENDIX B

Graphical Results of the Effect of Increasing Number
of Monte Carlo Simulations on Solution Accuracy
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APPENDIX C

Grpahical Results for the Gauss-Markov

Line of Sight Filter
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APPENDIX D

Graphical Results for the Gauss 4Markov

Intertial Coordinate Filter
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APPENDIX E

Graphical Results for the Constant Turn Rate
Inertial Coordinate Filter
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